
', 

COGNITION AND BRAIN THEORY, 1984, 7(2), 199-214 
Copyright c 1984, Lawrence Erlbaum Associates 

Active Touch and Robot Perception 

Kenneth Y. Goldberg 
Ruzena Bajcsy 

Department of CIS, University of Pennsylvania 

ABSTRACT 

Psychologists distinguish between active and passive touch. The latter arises 
when objects are brought into contact with a passive tactile surface, such as the 
palm of the band. Active touch describes a dynamic exploration of objects 
involving receptors located in both the skin (cutaneous) and the joints (kines­
thetic). Research in the area of robotic tactile perception has focussed on 
passive touch, developing cutaneous grids with increasingly improved resolu­
tion. A robot developed at the University of Pennsylvania, however, suggests 
that the most efficient way to achieve tactile recognition is to process kinesthetic 
information gained from active exploration. The results may be of interest to 
researchers in both psychology and robotics. 

INTRODUCTION 

One of the primary tools which humans use for object recognition is the 
sense of touch. Although investigations have been conducted by psycholo­
gists since William James (James, 1890), a comprehensive theory of touch 
has yet to be formulated. Working at the University of Pennsylvania, we 
have produced a robot which models tactile form perception and may pro­
vide insight into this process. 

The psychological and physiological literature acknowledges that human 
tactile perception is achieved through the interaction of two sensory net­
works (Gordon, 1978). The cutaneous network includes sensors located in 
the skin which respond to contact and texture. The kinesthetic network in­
cludes sensors located in the joints and muscles wltich monitor limb position. 
These two networks are often combined under the term haptic perception, al­
though tactile perception is commonly used as a synonym (Loomis & Leder­
man, 1983). 

Requests for reprints should be sent 10 Professor Kenneth Y. Goldberg. Computer Science De­
partment, Carnegie-Mellon University, Pittsburgh, PA 15213. 
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The role played by each network has been a subject of debate since J. J. 
Gibson divided touch into two categories: active (touching) and passive (be­
ing touched) (Gibson, 1962). During active touch, both networks interact as 
the hand moves over an object, responses from the skin guiding motions of 
the arm and fingers (i.e., an afferent-efferent feedback loop). In passive 
touch, the hand is held motionless while an object is pressed into it. Gibson 
found that object recognition was drastically impaired under the latter condi­
tions (490/o correct vs. 98% for active touch), suggesting that cutaneous in­
formation alone is not rich enough to support object recognition. 

Other studies (Lawrence, 1978; Derevensky, 1979; Heller, 1980) support 
the conclusion that active touch is superior to passive touch for object recog­
nition. In one experiment, the cutaneous network was removed by anesthe­
tizing the epidermis. Subjects were still capable of successfully recognizing 
objects using only kinesthetic receptors (Katz, 1925). 

While the last result lends support to the argument that the kinesthetic net-
work plays a dominant role in object recognition, this conclusion has been at- n 
tacked on the grounds that these experiments did not effectively isolate the 
networks, that different regions of skin were tested in Gibson's experiment 
and that subsurface cutaneous receptors were still active in Katz'. Still 
needed, then, is a model for the interaction between the cutaneous and kines-
thetic networks. 

Interest in this subject has recently come from a different quarter. In the 
field of robotics, where object manipulation is of primary importance, the 
tactile sense is being reexamined. Robotics researchers have primarily fo­
cussed on the cutaneous sense, developing grids of sensors with increasingly 
improved resolution (Sato, 1977; Briot, 1979; Purbrick, 1981). Techniques 
borrowed from robot vision have traditionally been applied to processing 
such grids, although when compared to automated vision sensors, current 
tactile sensors are crude and inaccurate. Cutaneous systems have been suc­
cessful with 2-dimensional objects such as washers and cotter pins (Hillis, 
1982)1, but they have not produced satisfactory results with objects in the so­
called "kitchen" domain, which range in size from a thimble to a breadbox 
(Goodenow, Abramowitz, & Paul, 1983). 

Such multi-faceted objects must be explored from several perspectives. It 
is possible to press objects against a cutaneous grid, generating grey-scale 
"images" analogous to pixel arrays (sometimes called texel arrays). In order 
to effectively discriminate between objects, the texel array must be wider 
than the object under study; either the grid must be large (Briot, 1979) or the 
object must be small (Hillis, 1982). Alternatively, a small grid can be stepped 

'In his paper, Hillis uses the term "active touch" to denote a top-down, or hypothesis-driven {) 
approach to recognition in contrast to a bottom-up, or data-driven strategy. The approach pre· 
sented in this paper is data-driven but active in that it makes use of kinesthetic inputs. 
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across an object and the series of images pieced together to build a large im­
age. In all of these methods, as in vision, the task of reconstructing the 3D 
source from planar images is highly dependent on the spatial resolution of the 
grid. 

Here Gibson's distinction between active and passive touch becomes rele­
vant. Processing a set of cutaneous images is analogous to passive touch. Ob­
ject characteristics must be determined solely from impressions upon the 
palm or cutaneous grid. Like Gibson's subjects, robotics researchers have 
found this approach unsatisfactory. 

Borrowing from psychology, then, it may be desirable to incorporate kin­
esthetic data into the recognition process. For example, if a robot hand were 
known to be grasping an object, joint angles of the fingers could be processed 
to determine points of contact in three dimensional space. This approach has 
been implemented (Kinoshita, 1975; Okada, 1977; Briot, 1978; Ozaki, 1982), 
but most pattern recognition techniques have proven unreliable for discrimi­
nating between objects. Recently, however, a model-based method has been 
developed which prunes an interpretation tree based on geometric con­
straints in order to discriminate between known objects (Grimson & Lozano­
Perez, 1984). Taking three points of contact as input, this method converges 
quickly for objects with few faces, demonstrating that such objects can be 
differentiated on the basis of extremely sparse spatial data. 

In order to capture the essence of active touch, however, the cutaneous and 
kinesthetic networks must interact in a feedback loop. That is, cutaneous 
data should guide the collection of kinesthetic data. A search of the literature 
shows that this approach was proposed as early as 1974, but was in one case 
not implemented (Ivancevic, 1974) and in another only partially realized due 
to sensor limitations (Kinoshita, 1975). Below, we describe a mobile cutane­
ous sensor which can dynamically explore objects under computer control. 
Three-dimensional positional coordinates are taken from the sensor's traject­
ory. We have found that this kinesthetic information is sufficient for recog­
nizing a large class of objects. 

The Goal 

The goal is to build a machine capable of recognizing objects in the real 
world. In order to avoid epistemological controversy, recognition will be nar­
rowly defined as the act of obtaining, processing, and matching sensory in­
formation with a database in order to identify current input with a pre­
viously-examined object. Although work is currently underway to incorpo­
rate vision into our system (Allen, 1984), the present discussion is concerned 
only with the sense of touch. 

We have restricted our domain to include only rigid, static objects ranging 
in volume from 10 to 1000 cubic centimeters. Linear, curved, convex, and 
concave surfaces are allowed with the restriction that all sides be vertical. 
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The system uses a single tactile probe, the "finger," which can be moved by 
stepper motors within an XYZ coordinate system. Finger location is taken 
relative to an origin, (0,0,0), which is located in the upper corner of the frame 
(see Figure 1). 

IMPLEMENTATION 

Hierarchical Organization 

We have divided the task into two levels. On the lower level, interaction be­
tween the tactile device and the mobile arm is used to dynamically circum­
scribe the object. This process-''tracking"-yields a list of contact points 
which derive from the arm's trajectory. On the higher level, the list of contact 
points can then be processed to compute physical parameters such as volume 
and centroid which lead to identification. r) 

Breaking the task into two levels was originally done for pragmatic reasons 
-to avoid overloading our computer with real-time data acquisition and mo­
tor control. Delegating such functions to specialized components is a funda­
mental technique for improving system efficiency, and is often found in bio­
logical organisms. 

System Hardware 

The hardware in our system can be loosely partitioned under four regions of 
activity: Sensing, moving, controlling, and identifying. The first is accom­
plished by means of a cylindrical "finger" capable of detecting tactual contact 
almost anywhere on its surface (donated by G. Giralt, LAAS, France-see 
detail, Figure 1). The fmger has a grid of 133 electrodes covered by a variable­
resistance rubber "glove." As pressure is applied, a proportional voltage drop 
occurs at the local electrode. This drop is measured by an external device 
which samples all 133 electrodes and converts the results into 8-bit digital 
values. The sensor is susceptible to drift and hysteresis in the low 4 bits 
(Bajcsy, 1982). To reduce error, the data is thresholded at 17 (decimal) deter­
mine if the finger is either "touching" or "not touching." The finger is thus 
treated as a binary sensor. 

The finger is moved within an XYZ frame by three stepper motors: one for 
each axis. The range of movement in each direction is about 30 centimeters, 
divided into 1200 steps. Arm position can thus be resolved to within .25 mm. 
The frame is also equipped with six end-of-travel switches which are used to 
zero the position registers and to avoid overstepping. Some error is intro­
duced by motor slippage, especially when the sensor is pressed against an ob-
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ject. These errors are cumulative and appear as "fuzziness" on the output de­
scribed below. 

Two dedicated Z80 microprocessors allow for independent control of tac­
tile and mobile subsystems. The tactile processor continually monitors the 
sensors, filling a table with values and comparing with the threshold to detect 
contact. The motor processor computes direction vectors and keeps track of 
finger position. Interprocessor communication is achieved via interrupts: the 
tactile processor can inform the motor processor if contact is made. The 
processors are in turn connected by a serial interface to a PDP 11160 
minicomputer. 

The 11160 directs simple commands to the processors and receives data. It 
is here that high-level processing, recognition, and generation of visual mod­
els takes place. 

Low-Level Software 

Software for the system exists on two levels. At the low level, assembly lan­
guage routines reside in the microprocessors for fast execution of commands 
such as: 

IOOX 
@500,500,500 

= 
s 
0900,900,900 

-relative move: move 100 steps in X direction. 
- absolute move: move to location (500,500,500). 
-position: send current position to 11160. 
- snapshot: send current sensor values to 11/60. 
- guarded move: move toward (900,900,900) but stop 

if contact is made enroute. 

Most interesting here is the guarded move. This command takes advantage 
of interprocessor communication to have the tactile processor stop the mo­
tors if contact is detected. This concise directive is used throughout the 
tracking routine and has eliminated the need for clumsy trial-and-error 
search commands. 

The two routines which follow run on our minicomputer. The first of these 
is a search routine which begins at (0,0,0) and sweeps out a prescribed path 
until an object is encountered. This process assumes that gravity will hold ob­
jects down; hence it sweeps only the bottom of the XYZ domain. 

The second routine directs the system in tracking the object. Whenever tac­
tile contact is registered, arm position is recorded in memory as a function of 
three coordinates (XYZ). The intuitive algorithm uses guarded moves to 
move the finger around an object in a clockwise direction. While tracking, 
the system can handle two contingencies: losing contact or becoming blocked 
(see Figure 2). When the finger arrives within S mm of its initial point of con­
tact, it backs off, approximates the object's center, and approaches it from 
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the top to establish object height. This algorithm, originally written for con­
vex cuboids, has proved surprisingly general and has worked well with cylin­
drical and concave objects, suggesting that the task of tracking may be do­
main independent. 

High-Level Software 

High level recognition is then carried out by processing the list of points 
which represent locations in three-dimensional space where the object was 
encountered. First, a routine connects vectors between subsequent points. 
Since the arm travels about I 0 mm between contacts, the resulting "slice" is 
somewhat jagged (see Photos 1). Next, a trapezoidal approximation is used 
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to integrate the area enclosed by these points and to produce parameters such 
as centroid, volume, and the moment of inertia. 

Parameters such as these are then compared against a file of known ob­
jects. If a "match" is found, the system identifies the object by name and in 
some cases can generate a shaded model of the object for display (see Photos 
2). If no match is found, the system requests the user to input a name which is 
then stored for subsequent identification. In this way, the system "learns" 
about its environment. 

RESULTS 

Within the narrow definition of recognition, our tactile system, dubbed 
"Orion" after the mythological blind hunter, has been able to consistently 
recognize objects in its environment. We have used common household items 
such as jars, coffee cups, and cardboard boxes as well as wooden shapes cre­
ated specifically to test difficult surfaces (see Photos 3, 4, 5). 

Once the object is placed within the cartesian frame, the operator invokes 
Orion, whereupon the system takes over. The probe moves across the object, 
investigating comers and searching for recessed surfaces until the object has 
been circumscribed. Secondary routines then process kinesthetic data to pro­
duce visual displays and perform database comparisons. 

The kinesthetic output produced by Orion has produced volume estima­
tions which vary by less than 60/o (see Table 1). Errors can be attributed to 
slippage and variation in sensor sensitivity over time. It has been suggested 
that a calibration trial before exploration would reduce the latter effect. Note 
that the true volume of the peanut butter jar is 200 cc. Orion does not attempt 
to correct for probe diameter (3cm) and other fixed system parameters be­
cause the objective is only to gain repeatable estimates which can be matched 
with previously-stored inputs. 

Orion can discriminate between a dozen or so objects currently represented 
in its database. When input cannot be matched to within 5% tolerance of ex­
isting models, Orion queries the operator for a label and appends the new ob­
ject (label and parameters) to its database. 

The sensor has provided several problems: (1) a "bad" sensor, which con­
tinually registers contact and must be masked out with software, (2) blind 
spots, which occur at the 45 degree angles of the finger requiring that objects 
have vertical sides to avoid contact with this part of the finger, and (3) 
insensitivity to light contact, which requires that the object be held stationary 
with fasteners to avoid it being pushed by the manipulator. 

Our cartesian positioning device is limited to three degrees of freedom. 
This makes it impossible, for instance, to explore recessed regions which are 
blocked by overhanging surfaces. Similarly, blind spots on the sensor can 



Photos 2 



' 

Photos 3 



Photos 4 

210 



Photos 5 

211 



212 GOLDBERG AND BAJCSY 

TABLE 1 
Ten Trials on Peanut 

Butter Jar 

1: 570.5 cc 

2: 588.0 

3: 604.9 

4: 586.6 

5: 589.3 

6: 574.2 

7: 548.2 

8: SS6.0 

9: 584.2 

10: 580.1 

X 

f1 

max err 
(trial 7) 

578.2cc 

15.8 

5.20:o 

only be avoided by putting restrictions on the objects being sensed. The fin­
ger is now being interfaced to a PUMA robot arm with seven degrees of free­
dom where it will be integrated with a vision system (Allen, 1984). 

In addition, the three-fingered Pennsylvania Articulated Mechanical 
Hand (P AMH) is currently being fitted with tactile sensors for research into 
how grasping attempts may lead to identification. 

CONCLUSIONS 

Psychologists have found that people can recognize an object better if they 
move their hands over it rather than have it pressed into their palms from sev­
eral orientations. This suggests that another mechanism, the kinesthetic 
sense, might work in conjunction with the skin to achieve object recognition. 
The terms active and passive were applied to touch in the early sixties to con­
vey this cooperative relation between the cutaneous and kinesthetic senses. 

Roboticists, meanwhile, have struggled to produce machines which can 
mimic human touch. These efforts have been directed primarily toward the 
cutaneous sense; the kinesthetic sense has never been fully integrated into a 
system designed to imitate active human touch. The Orion system uses a tac­
tile sensor in a feedback loop to physically circumscribe an object. Object pa-
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rameters are then reconstructed from the motion of the sensor. We believe 
that this represents a crude model of active touch. 

While Orion's cutaneous sensor conveys very little information (one bit), 
the system is nonetheless able to consistently distinguish between objects in 
its environment. From a psychological perspective, Orion's design suggest 
that human beings may prefer active touch over passive for the same reason 
that Orion monitors its positioning device: the information provided by kin­
esthetic receptors is more reliable than that provided by the skin. 

Joint coordinates on a robot arm can be accurately monitored by counting 
discrete increments which are inherently digital and do not require analogue 
conversion. Further, the signal-to-noise (SNR) of kinesthetic information is 
higher than that of cutaneous, since the dynamic range of limb positions 
greatly exceeds that of the tactile values. While the psychophysical character­
istics of human skin are outside the scope of this paper, spatial sensitivity is 
low, being on the order of 1 mm. The cutaneous layer is also susceptible to 
variations in insen_sitivity, with scars and bandages being analogous to the 
blind spots on our tactile sensor. Perhaps the human mechanism has evolved 
in a manner that puts emphasis, pragmatically, on the best data. 

From the standpoint of robotics, the success of the Orion system, albeit 
limited, suggests that an effective tactile machine, which can pick up and 
identify objects automatically, must utilize both cutaneous and kinesthetic 
sensors to accomplish this task. 
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